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successfully applied to the study of the deformation of a
metal cylinder resulting from the normal impact against aA rheology based on the Mohr–Coulomb yield criterion is imple-

mented in the framework of smoothed particle hydrodynamics flat, rigid surface [4, 5], to the modelling of fractures in
(SPH). We apply this approach to the simulation of broken-ice fields brittle solids [6], and to the simulation of viscous flows [7].
floating on the water surface and moving under the effect of wind In this work, we look at the implementation of SPH to
forces. When broken-ice fields are regarded as a continuum, their

treat a viscous-plastic rheology, used for the simulation ofrheological behavior can be described by a model known as viscous-
broken-ice fields driven by the wind and water currents.plastic. In this approach the ice field is modeled as a viscous fluid

for very small strain rates and is assumed to flow plastically other- Ice fields on rivers and oceans are often made up of
wise. It is in the plastic regime that the stress states are described discrete blocks (usually called floes), whose sizes in the
in terms of the Mohr–Coulomb yield criterion. Besides broken-ice horizontal direction can range from a few meters in the
fields, numerous other problems in the field of quasi-static granular

summer to several kilometers in the winter. The movementflows can be characterized by this type of rheological behavior. We
of the floes is driven by the wind and water currents. Thefirst show how the momentum equations for a Mohr–Coulomb-

type rheology are implemented in the framework of SPH. For most floes dissipate energy through collisions and rubbing fric-
granular flow systems, the moving interior particles are bounded tional contacts with other floes, as well as through frictional
by fixed frictional walls and one must also model these boundary drag due to the water on their bottom surface. Many works
conditions. A Coulomb-friction condition is applied within the

have dealt with the modeling of the rheological behaviorframework of SPH. This type of boundary is implemented by means
of the ice field when it is regarded as a continuum. Theseof a wall that exerts a normal potential force of repulsion on the

SPH particles, combined with a tangential force proportional to the include, models based on plasticity theory [8], elastic-
normal force. The approach can be applied to model flows adjacent plastic models [9], and the viscous-plastic model proposed
to straight walls as well to more complicated boundaries. Q 1997 by Hibler [10, 11]. Hilber’s viscous-plastic approach is
Academic Press

probably the most widely used in the field. In this approach,
the ice is modeled as a viscous fluid for small strain rates,
whereas for large strain rates the ice is assumed to flow in1. INTRODUCTION
a plastic manner. It is in the plastic regime that the stress
states are described in terms of the Mohr–CoulombSmoothed Particle Hydrodynamics (SPH) was invented
yield criterion.by Lucy [1, 2] to study problems in astrophysics. These

The zone of ice near its edge, away from the Artic basinproblems are usually characterized by masses that move
is usually called the marginal ice zone (MIZ). Ice forecast-in unbounded three-dimensional spaces. The fluids in-
ing in the MIZ is of crucial importance for problems suchvolved in these applications have very low viscosities and
as navigation and off-shore oil operations. The preciseare generally approximated as inviscid. The first applica-
prediction of the ice-edge location is important informationtions of SPH to problems involving other components of
in all these operations. Until recently, all the numericalthe stress tensor, besides the pressure, have appeared re-
methods used for solving ice-forecasting problems usedcently in the literature. Libersky and Petschek [3] have
finite differences implemented on Eulerian fixed grids. Informulated an elastic, perfectly plastic constitutive model
order to avoid problems of artificial diffusion present inwithin the framework of SPH. Since then, SPH has been
the Eulerian fixed grids, Pritchard et al. [12] proposed the
use of an adaptive grid. In an attempt to move further1 Corresponding author.
towards a Lagrangian approach, Flato [13] proposed the2 Present address: Hyprotech, 300 Hyprotech Centre, 1110 Centre

Street N, Calgary, AB, Canada T2E 2R2. use of the particle-in-cell (PIC) method. Due to its fully
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Lagrangian characteristics, SPH can be a very useful tool their thickness and the ice pack can be considered as a
two-dimensional system. The floes, as they move, interactfor the study of this type of problem.

In many ice forecasting problems, the presence of a with the other floes through collisions and friction forces.
If the ice pack is modeled as a continuum, then one looksnearby coast plays an important role in the generation of

ice stresses as well as in the determination of ice drift at the stresses generated due to the ice floe interactions,
and the stress–strain relation has to be described in termsvelocities. As was mentioned above, SPH has been usually

implemented for problems involving unbounded spaces. of a rheological law.
The equations of motion for the ice pack regarded as aImplementations of solid boundaries in SPH have only

recently appeared in the literature. In order to model non- continuum are given by
frictional boundaries for the simulation of incompressible
inviscid flows, Monaghan [14] used fixed particles that exert

rhice
dv
dt

5 2hice= ? s 2 rhice f k 3 v 1 (ta 2 tw), (1)central forces which repel the SPH particles. Takeda et al.
[7] used ghost particles to model nonslip boundary condi-
tions for the simulation of viscous flows. In the present where k is a unit vector in the vertical direction pointing
work, we model frictional solid surfaces by using a wall towards the sky, f is the Coriolis parameter, r is the ice-
which exerts a normal force of repulsion on the SPH parti- pack density, s is the stress that arises from the interactions
cles, combined with a tangential force whose magnitude between the ice floes, ta and tw are the air and water
is proportional to the normal force (Coulomb friction law). stresses (drag forces per unit of ice surface), and hice is the
We apply this type of boundary condition to model a thickness of the ice pack (in the vertical direction). The
straight coast and a corner-shaped coast in the problem of Coriolis parameter f is defined as f 5 V sin u, where V is
broken-ice fields. We note that this approach can be easily the velocity of rotation of the earth and u is the latitude.
extended to other problems which require the modelling The air and water stresses are given by
of friction surfaces characterized by the Coulomb friction
law (i.e., quasi-static granular flows and other problems in ta 5 Ca(cos a 1 sin ak3)Va , (2)
soil mechanics).

tw 5 2Cw(cos b 1 sin bk3)v, (3)The present paper is organized as follows. In Section 2,
we review the models used to described broken-ice fields
driven by wind drag and water currents. In Section 3, we where Va is the geostrophic wind velocity, Ca and Cw are
briefly review the features of SPH and show how to imple- the air and water drag coefficients, and a and b are the
ment the momentum equations in SPH for a Mohr– air and water turning angles, respectively (see below). In
Coulomb rheology. In Section 4, the features of the numer- Eq. (2) it has been assumed that the ice velocity is negligible
ical implementation of SPH are discussed. We look at the in comparison with the wind velocity; and in Eq. (3) it has
approaches for modeling solid boundaries and we discuss been assumed that the water velocity, outside the water
some features concerning the time-stepping. In Section 5, boundary layer next to the ice surface, is negligible in
we briefy discuss the application of discrete-particle simu- comparison to the ice velocity v, namely the effect of the
lations for the modeling of broken-ice fields. These are water currents is not considered.
molecular-dynamic type methods, in which each ice block The presence of the angles a and b in Eqs. (2) and (3)
is treated individually as it moves under the influence of can be explained as follows. The geostrophic wind is the
the wind and water drag and it interacts through collisions wind outside the earth boundary layer, where friction ef-
and friction with the other ice blocks. No rheological mod- fects between the air and the earth surface (in our case
eling is involved in this discrete approach, other than those the ice field) can be neglected. Here, the air moves due to
involved in contact force dynamics. Results from the dis- the pressure gradient, which at steady state is only balanced
crete-particle simulations are compared with the results by the Coriolis force. Next to the earth surface, due to the
obtained by using SPH (for a detailed discussion of the friction between the air and the earth surface, the wind
implementation of this method for the simulation of bro- velocity is reduced and its limiting direction at the surface
ken-ice fields; see Refs. [15–17]). In Section 6, the detailed is turned an angle a, counter clockwise with respect to the
numerical results are presented. Two cases are analyzed: geostrophic-wind direction. This explains the presence of
the ice moving next to a straight coast and the ice moving the angle a in Eq. (2). The presence of the angle b in Eq.
next to a corner-shaped coast. (3), associated with the difference between the direction

of the water shear stress and the (negative) ice velocity2. BROKEN-ICE FIELDS: MODELS AND
vector, can be explained in a similar manner. These con-GOVERNING EQUATIONS
cepts are explained in detail in the field literature (for
instance, see Ref. [18]). In this work, we will concentrateTypically, the ice field is made up of individual blocks

or floes whose horizontal dimensions are much larger than on the implementation in the framework of SPH, of a
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rheology of Mohr–Coulomb-type and of frictional solid
boundaries. There will be no comparisons with field data.

Substituting Eqs. (2) and (3) in Eq. (1) and decomposing
it in its x and y components, one obtains

rhice
du
dt

5 2hice Ssx

x
1

t

yD1 rhice fv

1 Ca(Ua cos a 2 Va sin a)

1 Cw(v sin b 2 u cos b), (4)

rhice
dv
dt

5 2hice Ssy

y
1

t

xD2 rhice fu

1 Ca(Ua sin a 1 Va cos a)

2 Cw(v cos b 1 u sin b), (5)

where u and v as well as U and V denote x and y compo-
nents of the ice and wind velocities, respectively. The physi-
cal values for the ice properties, wind and water drag coef-
ficients and Coriolis parameter selected for the present
study are

r 5 0.91 3 103 kg m23

f 5 1.44 3 1024 s21

Cw 5 0.652 kg m22 s21

FIG. 1. Mohr circle: (a) for the stresses and (b) for the strain rates.Ca 5 0.0126 kg m22 s21

The principal components of the stress are s1 and s2; and the principalhice 5 1 m
components of the strain rate are «1 and «2 .

a 5 b 5 22.58.

In order to solve Eqs. (4) and (5) one needs some type
of rheological law. The approach that has been most widely can be described by using the following expression for
used in the last few years to describe the rheological behav- the viscosity
ior of sea ice is Hibler’s viscous-plastic model [11]. In the
viscous-plastic approach, the ice shear strength is intro-

h 5 min HP sin f

«̇1 2 «̇2
, hmaxJ, (8)duced by using a nonlinear viscosity which is selected so

that the ice flows as a viscous fluid for small strain rates
and in a plastic manner otherwise. Stress states in the where «̇1 and «̇2 are the principal components of the strain-
plastic regime are evaluated based on the Mohr–Coulomb rate tensor (Fig. 1b), and hmax , the maximum value of the
yield criterion viscosity, determines whether the stress state is inside or

on the yield envelope. When h 5 hmax , the ice will flow
s1 2 s2 5 (s1 1 s2) sin f, (6) as a viscous fluid, whereas it will flow in a plastic manner

(stress independent of strain rate) when h is smaller than
where s1 and s2 are the principal stresses and f is the hmax . The value of hmax is usually set in such a way that
internal friction angle (Fig. 1a). The stress due to ice-floe the stress state will be on the yield envelope in most of
interactions expressed in terms of the nonlinear viscosity is the simulation domain. Hence, one should use a very large

value of hmax , so that this value is reached only in zones
si j 5 Pdi j 2 2h(«̇i j 2 As«̇kkdi j), (7) of very small strain rates. However, a very large value of

hmax can lead to numerical instabilities, and therefore, one
has to compromise between the two possibilities. The valuewhere P is the pressure (taken as positive for compressive

stresses), h is the viscosity, and «̇i j is the strain-rate tensor. used in most of the simulations in this work is hmax 5
1 3 1011 Kg m21 s21. Knowing the strain-rate tensor andAssuming that the principal axes of stress and strain rate

coincide and using the Mohr–Coulomb yield criterion to the pressure, and assuming coincidence of principal axes
of stress and strain rate, enables one to determine thecharacterize the plastic regime, the stress state of the ice
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whole stress tensor. Notice that for stress states on the present work) is the Gaussian, which in two dimensions is
given byyield envelope (h , hmax), Eqs. (7) and (8) also imply stress

independent of strain rate as expected in the plastic regime.
In order to estimate the pressure, a pressure-density

W(u, h) 5
1

fh2 exp(2u2/h2). (14)relation in the form of an equation of state is necessary.
For broken-ice fields at high areal concentrations, the con-
centration variations during drift are not large. Thus, any For a fluid of density r(r), the right-hand side of Eq.
equation that is able to model the broken-ice field as almost (11) is expressed as
incompressible is appropriate for the purpose of this work.
The following form has been chosen for the equation of E [ f(r9)/r(r9)]W(r 2 r9, h)r(r9) dr9, (15)state

and the integral (15) is evaluated, dividing the space into
P 5 c

r 2 r0

rmax 2 r
, (9) volume elements having a mass mk ,

where r0 is the initial density of the broken-ice field (taken k f(r)l Q ON
k51

mk
fk

rk
W(r 2 rk , h), (16)

as the density of the solid ice times the fraction of the
surface occupied by the ice). The parameters of the equa-
tion of state such as c and rmax have to be chosen in such where fk ; f(rk).
a way that they produce relatively small density variations The kernel estimate of =f is
in the range of pressures for the problem under consider-
ation. The ice is expected to present no resistance to tensile k=f(r)l Q E W(r 2 r9)=f(r9) dr9. (17)
forces, so no negative pressures are allowed, and when
r , r0 , the pressure is set to zero.

Integrating by parts and assuming that W approaches zero
fast enough so that the surface terms vanish, one obtains3. SPH : BASIC FEATURES AND

MOMENTUM EQUATIONS

k=f(r)l Q E =W(r 2 r9, h) f(r9) dr9

(18)
In this section we briefly review the basic concepts of

SPH (for a detailed review, see for instance Refs. [19–21]),
Q ON

k51

mk

rk
fk=iWik ,and we show how to obtain the SPH form of the momentum

equations for a rheology of Mohr–Coulomb-type. A field
variable can be expressed by using the integral

where =W(r 2 r9, h) is the gradient with respect to r, =i

is the gradient with respect to the coordinates of particle
f(r) 5 E f(r9)d(r 2 r9) dr9, (10) i and Wik ; W(ri 2 rk , h).

The density is usually evaluated by using the continuity
equation, which in its SPH form is given byand it can then be approximated by using an interpola-

tion kernel
dri

dt
5 2ri E v=W dr9 Q ri O

k

mk

rk
(vi 2 vk)=iWik . (19)

k f(r)l 5 E f(r9)W(r 2 r9, h) dr9, (11)

In obtaining the right-hand side of Eq. (19), the following
where W(u, h) is a kernel having the properties term has been subtracted from the integral in Eq. (19),

E W(u, h) du 5 1 (12)
rivi E =W dr9 Q rivi O

k

mk

rk
=iWik , (20)

and
which is zero because the kernel vanishes at infinity. If one
uses Eq. (16) to evaluate the density, the kernel estimatelim

hR0
W(u, h) 5 d(u). (13)

of the density can drop near the edges of the fluid. With
Eq. (19) the density varies only when there is relative
movement between particles. This is the approach we usedThe kernel most commonly used (and the one used in the
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in the present work to avoid the drop in density near the
ice edge.

In order to evaluate the forces acting on individual parti-
cles, a symmetric form of the momentum equation is gener-
ally used in which the pressure gradient is substituted by
[19],

1
r

=P 5 = SP
r
D1

P
r2 =r. (21)

This form is preferred because it leads to an exact conserva-
tion of momentum. In order to find the kernel estimate of
Eqs. (4) and (5), the divergence of the stress is transformed
by using the same identity used for the pressure gradient in
Eq. (21). The equations are then multiplied by the kernel,

FIG. 2. Implementation of a solid boundary by using a wall that
integrated, and the integrals are approximated as dis- exerts a normal force of repulsion on the SPH particles, in combination
crete sums with a tangential friction force. The wall position vector rw is located at

the intersection of the wall and the normal to the wall from the particle
centre (dashed lines). The x indicates the centre of curvature of the
curved part of the wall, whose radius of curvature Rcurv 5 D. The vectors Fn

dui

dt
5 2 O

k
mk Fsx,k

r2
k

1
sx,i

r2
i
G Wik

xi and Ft are the normal force and the tangential frictional force, respectively.

2 O
k

mk Ftk

r2
k

1
ti

r2
i
G Wik

yi
1 fvi

components are evaluated and these are then substituted
in (22) and (23) to evaluate the forces acting on the individ-

1
1

rihice
Ca(Ua cos a 2 Va sin a) ual particles.

4. NUMERICAL IMPLEMENTATION OF SPH: SOLID1
1

rihice
Cw(vi sin b 2 ui cos b), (22)

BOUNDARIES AND TIME STEPPING

4.1. Solid Boundariesdvi

dt
5 2 O

k
mk Fsy,k

r2
k

1
sy,i

r2
i
G Wik

yk
A solid boundary is simulated by using a wall that exerts

a normal force of repulsion on the SPH particles, combined
2 O

k
mk Ftk

r2
k

1
ti

r2
i
G Wik

xi
2 fui with a tangential friction force proportional to the normal

force (Coulomb’s law). In order to model the effects of
the wall, one assigns to the SPH particles an imaginary1

1
rihice

Ca(Ua sin a 1 Va cos a)
diameter (in this case equal to the initial distance between
particle centers, D). The magnitude of the normal force
acting on the particle is proportional to the overlap be-2

1
rihice

Cw(vi cos b 2 ui sin b). (23)
tween the particle and the wall (Fig. 2)

The kernel estimate of the strain rate tensor is Fn 5 bbc(D/2 2 uri 2 rwu)n (25)

when D/2 . uri 2 rwu; otherwise Fn 5 0. In Eq. (25), ri and«̇xx 5 O
k

mk

rk
(uk 2 ui)

Wik

xi
, «̇yy 5 O

k

mk

rk
(vk 2 vi)

Wik

yi
,

rw are the position vectors of the particle i and the wall,
respectively; n is a unit vector normal to the wall direction
at the contact between the particle and the wall; Fn is the«̇xy 5

1
2 SOk mk

rk
(vk 2 vi)

Wik

xi
1 O

k

mk

rk
(uk 2 ui)

Wik

yi
D ,

resulting normal force; and bbc is a proportionality constant
(24) that has to be adjusted in order to avoid large overlap

between the wall and the particles. The tangential friction
force is proportional to the normal forcewhere xi and yi in Wik/xi and Wik/yi , respectively, de-

note differentiation with respect to the coordinates of parti-
cle i. By substituting (24) in (7) and (8), the stress tensor Ft 5 2euFnut, (26)



208 GUTFRAIND AND SAVAGE

where t is a unit vector tangential to the wall and pointing correspond to the time step n 1 1 (the velocity is at time
step n 1 As).in the direction of the particle velocity, and e is the wall

friction coefficient, here taken to be equal to sin f (cf. (8)). One possible approach to assure the stability of the
scheme, is to set the time step so that it satisfies theNotice that the corner in Fig. 2 has been smoothed by

using a quarter of circle of radius D, which joins the two Courant–Friedrichs–Lewy (CFL) condition. In order to
set Dt, Libersky et al. [4] suggest the minimum over allperpendicular parts of the wall. We found that this manner

of implementing the corner in the solid wall prevents the particles of the expression
generation of very large velocity and pressure fluctuations
that appear near the corner if the two perpendicular parts

Dt 5
Ch

(c 1 s)
, (29)of the wall are joined directly (see Section 6.2).

4.2. Time Stepping where c is the adiabatic sound speed, s is the particle speed,
h is the smoothing length, and C is a proportionality con-The density is evaluated by using the kernel estimate of
stant. Libersky et al. [4] suggest a value of C 5 0.3. Thethe continuity equation (19), and the time step is performed
sound speed is obtained differentiating (9)with an Euler forward explicit algorithm. The pressure is

evaluated by using the equation of state (9). To update
c 5 ÏdP/dr 5 Ïc(rmax 2 r0)/(rmax 2 r). (30)velocities and positions, the Verlet algorithm was used,

It has to be pointed out that for the cases studied in
rn11 5 rn 1 Dtvn 1

1
2

Dt2 Sdv
dtDn

,

(27)
this work, there exists the possibility that the time step is
controlled by the viscous forces and not determined by
the CFL condition. In order to examine the stability condi-

vn11/2 5 vn 1
1
2

Dt Sdv
dtDn

, tion for such a case, we rewrite the momentum equations
(4) and (5), using the definitions of the viscosity given by
(7) and (8). We consider a one-dimensional problem, whichwhere Dt is the time step, rn is the position vector of the SPH
will be treated in more detail in Section 6.1. The ice isparticle, vn is the velocity, and (dv/dt)n is the acceleration at
assumed to flow parallel to a straight coast in the y directionthe time step n. The acceleration term corresponding to
(see also Fig. 4 in Section 6.1), and to behave as an incom-the time step n 1 1 is evaluated by using the position
pressible material, so that the momentum equations re-vector at the time step n 1 1 and the velocity vector at
duce tothe time step n 1 As, in Eqs. (22) and (23). Then the velocity

at the time step n 1 1 is evaluated as

hice
P
x

5 rhice fv 1 Ca(Ua cos a 2 Va sin a)

vn11 5 vn11/2 1
1
2

Dt Sdv
dtDn11

. (28)
1 Cwv sin b, (31)

rhice
v
t

5 hice
hv
x2 1 Ca(Ua sin a 1 Va cos a)This algorithm has second-order accuracy in Dt.

Notice that the stress-tensor components in Eqs. (22)
2 Cwv cos b. (32)and (23) depend on the strain-rate tensor through (24).

As mentioned above, in order to evaluate the acceleration
at the time step n 1 1, the position vector at the time step In Eqs. (31) and (32) we have assumed the x component

of the velocity u and the gradients in the y direction as zero.n 1 1 and the velocity vector at the time step n 1 As are
used. To evaluate the sums in Eqs. (22) and (23), one also As mentioned in Section 2 (cf. Eqs. (7) and (8)), when

h , hmax , the ice flows in a plastic manner, while whenneeds the stress tensor and the strain-rate tensor at the
time steps n 1 1. In order to obtain the strain-rate tensor h 5 hmax the ice flows as a viscous fluid. In other words,

when the strain rate is sufficiently small such that the viscos-at the time step n 1 1, a loop is performed in which the
sums in Eq. (24) are evaluated using the position vector ity h reaches the maximum value hmax , the flow is viscous.

In certain cases the ‘‘viscous-like’’ states can be attainedat the time step n 1 1 and the velocity vector at the time
step n 1 As. Once the strain-rate tensor at the time step through fluctuations in strain rate, even when the maxi-

mum value of the viscosity is not usually reached duringn 1 1 is known, the stress tensor is evaluated by using
(7) and (8). Then a second loop is used to evaluate the the simulation. This is the case in the straight marginal ice

zone presented in Section 6.1. This is further discussed inacceleration terms in Eqs. (22) and (23). In this manner,
when the acceleration terms at the time step n 1 1 are the numerical results. Here, it is sufficient to say that in

this case the ‘‘effective’’ viscosity in the viscous flow isevaluated, the position vector and the stress tensor both
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smaller than the value used for hmax; however, hmax can
still be used to get an estimate of the time step necessary
to ensure the stability of the scheme.

In order to get some insight into the time step required
when the time step is controlled by the viscous terms, we
use the stability condition required to integrate (32) using
an Euler forward scheme. Assuming that the viscosity in
(32) is constant, the stability criterion in the corresponding
finite difference scheme would be

Dt , Dx2@S2h/r(1 2 cos l Dx) 1
Cw cos b

rhice
Dx2D, (33)

FIG. 3. Normal force vs overlap in the latching spring model of
Walton and Braun [22].where Dx would be the grid spacing in the finite difference

solution and l would be the wave number of the initial
space perturbation. For the values of hmax used in the
present work (Section 2), the first term in the denominator its mass, on

Fi are the contact forces acting on the floe
is much larger than the second term and one can approxi- due to the interaction with its neighbours, and ta and tw
mate the stability condition as are the air and water drag forces per unit of floe area,

respectively. As a result of the frictional forces, the floes
experience rotations about their axes. The conservationDt ,

Dx2

h/r
, (34)

equation for the angular momentum is

which shows the dependence of the time step on the
Iü 5 On

i51
Gi , (36)viscosity.

5. DISCRETE-PARTICLE METHODS FOR THE where I 5 Asmr2 is the moment of intertia, ü is the angular
SIMULATION OF BROKEN-ICE FIELDS acceleration, and on

Gi is the sum of the torques due to
the tangential contact forces with the neighbor floes andThe discrete-particle method is a different approach
due to the water drag force on the bottom surface of thewhich can be used to make comparisons with the SPH
floe.simulations of the broken-ice fields. In this section, we

The normal contact force between floes was simulatedbriefly review the features of this method and its implemen-
by using the latching spring model of Walton and Brauntation for the simulation of broken-ice fields (for a detailed
[22]. In this model, the normal force is given bydescription, see Refs. [15–17]). Discrete-particle simula-

tions are based on molecular-dynamic type of approaches.
Here, one does not assume any rheological behavior of the

N 5 HK1n for loading,

K2(n 2 n0) for loading,ice field. In its implementation, the ice floes are modeled as
random-sized, rough inelastic disks that float on the water
surface. The floes are driven by the wind force and by the where n is the overlap and n0 is the overlap when the
water currents. Energy dissipation occurs due to collisions normal force reaches zero during the unloading phase (Fig.
and friction between floes, as well as due to the water drag 3). By using different constants for the compaction and
on the bottom surface of the floe. The frictional force recovery phases, this model can account for the inelasticity
between floes is of Coulomb type and the dissipation dur- of the collisions. The area in the force-overlap diagram
ing the normal contacts is described by a constant coeffi- that is enclosed during a loading-unloading cycle corres-
cient of restitution. ponds to the energy dissipated in the collision. The coeffi-

The equation of motion for each individual floe is cient of restitution, i.e., the ratio of final to initial relative
given by normal velocity between floes in a collision, is given by

e 5 ÏK1/K2 .
In order to simulate the tangential friction forces betweenm

dv
dt

5 mf k 3 v 1 Afta 2 Aftw 1 On
i51

Fi , (35)
disks(or floes) incontact, weusedthe incrementallyslipping
friction model [22]. This is based on theoretical models de-
veloped by Mindlin and Deresiewicz [23, 24] to calculate thewhere v is the velocity of the floe, Af is the floe area, m is
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CaVa(cos z cos a 2 sin z sin a)

1 (rhice f 1 Cw sin b)v 2 hice
dP
dx

5 0, (37)

CaVa(cos z sin a 1 sin z cos a)

2 Cw cos bv 2 hice
dt

dx
5 0, (38)

where P 5 (sx 1 sy)/2 and t 5 txy . The pressure at a
distance x from the free surface is obtained by inte-
grating (37)

P 5 Ex

0
FCaVa

hice
(cos z cos a 2 sin z sin a)

(39)FIG. 4. Scheme of the simulation domain for the straight-coast prob-
lem. The origin of the x-coordinate is on the free surface; z is the angle
between the geostrophic wind direction and the x axis. 1 Srf 1

Cw

hice
sin bD vG dx9.

friction forces between elastic spheres in contact. The model In Eq. (39) the pressure has been assumed to be zero on
uses a nonlinear tangential spring, whose effective stiffness the free surface (x 5 0). Upon substitution of the shear
KT , decreases with the relative displacement between the stress from Eqs. (7) and (8) in Eq. (38), one can express
particles until it reaches zero when the ratio tangential to the y component of the equation of motion as
normal force satisfies the Coulomb friction condition

CaVa(cos z sin a 1 sin z cos a)

(40)
(Ft 5 eFn). This model is based on the assumption that the
normal force is unaffected by small tangential displace-
ments. This method is specially suitable for the simulation 2 Cw cos bv 1 hice sin f

dP
dx

sgn Fdv
dxG5 0,

of quasi-static flows. A detailed description of its implemen-
tation can be found in Ref. [22]. Simpler approaches for

where sgn[dv/dx] is the sign of dv/dx. Assuming thatmore rapid flows can be found in Ref. [16].
sgn[dv/dx] 5 21 (the maximum velocity is expected onIn order to choose numerical values for the ice-floe pa-
x 5 0, i.e., the free surface), dP/dx can be eliminated fromrameters such as friction coefficient e, coefficient of restitu-
Eqs. (37) and (40) and the following expression is obtainedtion e and spring constant K1 used in the contact model we
for the velocity:followed Ref. [16]. The values chosen for these parameters

were: K1 5 2.5 3 105 N/m, e 5 0.7, and e 5 0.3.

6. SPH RESULTS AND COMPARISON WITH
v 5

CaVa[(cos z sin a 1 sin z cos a)
1 (sin z sin a 2 cos z cos a) sin f]

rhice f sin f 1 Cw(sin b sin f 1 cos b)
(41)OTHER APPROACHES

6.1. Simulation of the Broken-Ice Field in the The pressure is then obtained by substituting the velocity
Presence of a Straight Coast from Eq. (41) in Eq. (39).

In order to obtain (41), we have assumed that the stressThe simulation domain is shown in Fig. 4. It consists of
state is on the yield envelope across the whole section.a solid boundary on the right side of the domain and a
From (41) one obtains a constant velocity across the sec-free surface on the left side. The geostrophic wind velocity,
tion. As shown below, a small velocity gradient is observed,Va is constant and it makes an angle z 5 458 with the
however, the velocity profile does not deviate significantlyhorizontal axis (Fig. 4). Periodic boundary conditions are
from the constant velocity value obtained from (41). Inapplied in the y direction. Hence, the problem can be
Hibler’s viscous-plastic approach [11] this small velocityconsidered as one-dimensional. Before the SPH results are
gradient results from the presence of a viscous or creepingpresented, we show how an analytical approximation can
regime, which leads to stress states inside the yield en-be obtained for the one-dimensional problem.
velope.

6.1.1. Analytical Approximation
6.1.2. Numerical Results

Assuming a steady, and fully developed flow in the y
direction, the x and y components of the equations of In the SPH simulation, the magnitude of the wind veloc-

ity is Va 5 9.3 m/s. The value of the internal friction angle,motion (1) are given by [17]
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looking at the behavior of data points corresponding to
the same x value (Figs. 4 and 5). Owing to the periodic
boundary conditions, data corresponding to the same x
value (same distance from the free surface) should collapse
on the same data point in Fig. 6a. Dispersion in velocity
values at constant distance from the free surface is a mea-
sure of the velocity fluctuations. One can see that for
Dt 5 11 s (C 5 0.05), a large dispersion in velocity is
observed, but this is significantly reduced for Dt 5 6.6 s
(C 5 0.03). One can conclude from Fig. 6a that conver-
gence to the final velocity profile occurs approximately for
a time step between 1.1 s (C 5 0.05) and 2.2 s (C 5 0.01).
Notice that for these values of the time step, the velocity

FIG. 5. Initial location of the SPH particles. fluctuations also have been considerable reduced. Libersky
et al. have suggested to use a value of C p 0.3, which shows
that in the present problem, the time step necessary to
obtain a stable scheme is much smaller than the time stepnecessary to implement the Mohr–Coulomb rheology is

given by sin f 5 0.3 (cf. (7) and (8)). The solid boundary given by the CFL condition. The pressure (Fig. 6b) does
not show any significant influence of the time step. Theconditions were implemented by using a wall that exerts

a normal potential force of repulsion on the SPH particles, pressure has an important effect that arises from the on-
combined with a tangential frictional force (see Section 4).
The value of the kernel parameter is h 5 D, and this is
kept constant in space and time. Initially, 256 SPH particles
are located as shown in Fig. 5. The distance between parti-
cles corresponds to D 5 7 km. Initially, all the particles
have zero velocity. Because of the wind drag and the Cori-
olis force, the particles are pushed against the wall until
these forces are compensated by the pressure gradient.
Once the steady state is reached, the particles move parallel
to the solid surface. The steady state is attained approxi-
mately after a simulation equivalent to 16 h of real time.
For the smallest time step used in these simulations, Dt 5
0.11 s (C 5 0.005 in Eq. (29)), this takes approximately 7.5
cpu hours on a Dec-Alpha (the total cpu time is inversely
proportional to the value of the constant C). These times
are considerable larger than those needed for solutions
based on finite differences schemes. However, the main
advantage of SPH is that it can be implemented very easily
to handle the problem of moving boundaries (Section 6.2),
while the implementation of Eulerian methods in fixed
grids can become very complicated.

The constant velocity obtained from Eqs. (37) and (38)
should be considered as a limiting value and a small veloc-
ity gradient is expected. Figure 6a shows velocity versus
distance from the free surface, after 20 h of real time, for
different values of the constant C (cf. 29). The velocity
gradient indicates the presence of a viscous flow. However,
this viscous flow does not result from the viscosity reaching
the maximum value hmax in Eq. (8). Here, the viscous state
is the result of small strain-rate fluctuations that lead to
stress states inside the yield envelope and viscous flows.

One can see in Fig. 6a that when Dt decreases, the veloc- FIG. 6. (a) Velocity and (b) pressure vs distance from the free surface
ity profile converges and the velocity fluctuations are sig- for different values of the time step. The solid lines are the analytical

approximations according to Eqs. (39) and (41).nificantly reduced. Velocity fluctuations are analyzed by
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value of the constant bbc (cf. (25)) on the velocity profiles,
simulations were run for different values of bbc . The value
of the constant in Eq. (29) is C 5 0.03 in all the cases.
The value of the constant bbc in Eq. (25), determines the
distance between the wall and the SPH particles in the
final-state configuration. Once the value of bbc in Eq. (25)
is large enough, the velocity profile obtained is indepen-
dent of the value chosen for bbc . This is shown in Fig. 8,
where the velocity versus distance from the free surface,
after 16 h of real time, is plotted for three different values
of bbc . Once bbc is large enough, further increases in the
value of bbc have almost no effect on the distance between
the SPH particles and the wall in the final configuration.
Thus, once this asymptotic regime is reached, the value

FIG. 7. Velocity vs distance from the free surface for two values of chosen for bbc has a negligible influence on the final veloc-
the viscosity hmax (cf. Eq. (8)), when the time step Dt 5 11 s. ity profile.

6.2. Simulation of the Broken-Ice Field next to a
Corner-Shaped Coastshore component of the wind velocity and its correspond-

ing drag force on the ice, which is independent of the The simulation domain consists of a free surface on the
ice velocity. left-hand side and a corner-shaped coast on the right-hand

If the viscous terms control the time step, Eq. (34) should side (Fig. 9). The geostrophic wind direction makes an
give a better estimate of the time step requirements than angle z 5 458 with the x axis. As in the case of the straight
the CFL condition. If one substitutes the maximum value coast, the magnitude of the wind velocity was Va 5 9.3
of the viscosity (cf. Eq. (8)) used in the present simulations m/s. The value of the internal friction angle was given by
hmax 5 1 3 1011 Kg m21 s21 in (34), and assumes Dx 5 7 sin f 5 0.3 (cf. (7) and (8)). Initially, 834 SPH particles
Km (this is the initial distance between SPH particles), were located as shown in Fig. 10a. The initial distance
one obtains Dt p 0.5 s. This shows that the time steps between SPH particles corresponds to D 5 7.1 km. Notice
which were necessary to obtain a stable algorithm are close that the two corners on the solid wall in Fig. 10a have
to the value obtained when assuming that the time step is been smoothed. Rounding the corners allows for a smooth
controlled by the viscous terms. In order to further test transition between the perpendicular parts of the wall
whether the viscous terms are indeed controlling the time and avoids large velocity and pressure fluctuations that
step, we ran an additional simulation, using hmax 5 would appear otherwise in the nearby zones of the
5 3 109 Kg m21 s21 in Eq. (8). In this manner one forces corners.
the ice to behave as a viscous fluid with a viscosity 20 times
smaller than the viscosity hmax of the previous simulations.
Substituting hmax 5 5 3 109 Kg m21 s21 in Eq. (8) one
obtains Dt 5 10 s. Hence, in this case if the viscous terms
control the time step, one can use much larger time steps
while still obtaining a stable scheme. Figure 7 shows the
velocity profile obtained after 20 h or real time, for
hmax 5 5 3 109 Kg m21 s21 and hmax 5 1 3 1011 Kg m21

s21, when Dt 5 11 s. Significant velocity fluctuations are
observed when hmax 5 1 3 1011 Kg m21 s21, but a stable
scheme is obtained when hmax 5 5 3 109 Kg m21 s21.
This shows that in the present problem, the viscous terms
control the time step and (8) gives a better estimate of the
necessary time step than the CFL condition. It is important
to point out that when one looks at a similar problem in
a transient regime and without imposing periodic boundary
conditions, much larger time steps can be used without

FIG. 8. Velocity vs distance from the free surface for different values
giving rise to significant velocity fluctuations, even when of the constant bbc in Eq. (25). The values of the constant bbc have been
hmax 5 1 3 1011 Kg m21 s21 (Section 6.2). nondimensionalized dividing them by (riceD

3f 2). The solid line is the
analytical approximation according to Eq. (41).In order to test whether there exists any effect of the
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FIG. 9. Simulation domain for the corner-shaped coast. The origin
of the coordinate system is on the left-lower corner of the initial ice-field
domain (see Fig. 10); z is the angle between the geostrophic wind direction
and the x axis.

FIG. 11. (a) SPH-particle locations and (b) ice-floe positions after
a simulation corresponding to a real time of approximately 9.5 days.
The deformation of the ice field obtained in the SPH simulation is in

In this section, we compare the results of the SPH simula- reasonable agreement with that obtained in the discrete-particle
tions with the results obtained by using discrete-particle simulation.
simulations. Initially, 824 floes were distributed as shown
in Fig. 10b. In order to avoid order effects that can arise
from using equal-sized disks, the floes are modeled as ran-

advantages of SPH is its ability to clearly predict the loca-dom-sized disks. Their diameters are uniformly distributed
tion of the edge. Using finite differences in an Eulerianbetween 4 km and 10 km.
fixed grid presents several problems that can be avoidedThe location of SPH particles and the ice floes in the
in SPH: The edge location must be determined by meansdiscrete-particle simulations after a time equalivalent to
of a constant density contour and because of problems of9.5 days is shown in Fig. 11a and Fig. 11b, respectively (the
artificial diffusion at the edge, it is not possible to obtainSPH simulation takes approximately 7 cpu hours on a Dec-
a sharp definition of the edge location. Defining boundaryAlpha). One can see by comparing Fig. 11a and Fig. 11b
conditions such as normal derivatives on the free surfacethat the deformation of the ice field predicted by the two
(which sometimes can be a very complicated shape) mustmethods are in reasonable agreement. One of the main
be done by using a very fine grid. In order to correctly
handle the problem of the moving boundary in the frame-
work of an Eulerian fixed grid, complicated semi-Lagran-
gian approaches have to be adopted.

Figure 12 shows the time series of the x components
(Fig. 12a) and the y component (Fig. 12b) of the velocity
at a location centered at (x, y) 5 (140, 220) km. Velocities
corresponding to two values of the constant C in Eq. (29)
are shown in Fig. 12 (C 5 0.1 and C 5 0.05). Notice that
the values used for C (and the corresponding time steps)
are an order of magnitude larger than those used in the
case of the straight coast (Section 6.1). For this simulation,
a value of C 5 0.1 can be considered as reasonable. De-
creasing further the value of C (and the time step) has a
negligible effect on the velocity. Further increases in the
value of C starts to generate some high frequency fluctua-
tions in the x component of the velocity. However, these
fluctuations are not significant and there can be some in-
crease in the time step. Similar conclusions can be drawn

FIG. 10. Initial distribution of particles for (a) the SPH simulation
from the time series of the velocity and pressure at differentand (b) the discrete-particle simulation. In (a) the thick line is the solid
locations (these results will be presented in detail else-surface and in (b) the black particles are fixed particles which model the

solid surface. where). Unlike the case of the straight coast, it is the CFL
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ior can be found not only in ice-broken fields, but in numer-
ous problems in the field of quasi-static granular flows.

The Mohr–Coulomb yield criterion in the framework
of the viscous-plastic approach gives rise to a rheology in
which the stress is a nonlinear function of the strain-rate.
According to the present results, SPH has been successfully
applied for the simulation of this type of nonlinear rheol-
ogy. It is possible that SPH can be applied to solve other
problems involving fluids in which the stress-strain rate
relations are described by nonlinear rheologies.
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